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Abstract We link two phenomena concerning the asymptotical behavior of stochastic
processes: (i) abrupt convergence or cut-off phenomenon, and (ii) the escape behavior usu-
ally associated to exit from metastability. The former is characterized by convergence at
asymptotically deterministic times, while the convergence times for the latter are exponen-
tially distributed. We compare and study both phenomena for discrete-time birth-and-death
chains on Z with drift towards zero. In particular, this includes energy-driven evolutions
with energy functions in the form of a single well. Under suitable drift hypotheses, we show
that there is both an abrupt convergence towards zero and escape behavior in the other di-
rection. Furthermore, as the evolutions are reversible, the law of the final escape trajectory
coincides with the time reverse of the law of cut-off paths. Thus, for evolutions defined by
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one-dimensional energy wells with sufficiently steep walls, cut-off and escape behavior are
related by time inversion.

Keywords Cut-off - Metastability - Hitting time - Exit-times - Reversibility

1 Introduction

The cut-off phenomenon, first identified and formalized in the early eighties [2, 3], is
by now a well studied feature of Markov processes (see [25, 26, 47, 48] for reviews).
The phenomenon refers to an asymptotically drastic convergence of a family of stochas-
tic processes X @ labeled by some parameter a. As a — 00, a suitable distance between the
laws P(X @ (¢) € o) and the corresponding invariant measures 7 (e) converges, in macro-
scopic time units, to a step function centered at deterministic times t-*'. More precisely,
the function a — " is such that the distance is asymptotically maximal for times smaller
than 75" — o(tS™) and asymptotically zero for times larger than £ + o(r$"") (Fig. 1). The
term cut-off is naturally associated to such an “all/nothing” or “1/0” behavior, but it has
the drawback of being used with other meanings in statistical mechanics and theoretical
physics. Alternative names have been proposed, including threshold phenomenon [3] and
abrupt convergence [55]. It has also been called abrupt switch in a precursor work [1] based
on mixing times rather than distances between measures.

Despite growing interest among probabilists, cut-off convergence has been largely ig-
nored within mathematical statistical mechanics ([38] is the only exception we know of,
besides our previous announcement [9] and the thesis of one of us [8]). As a tentative
justification of this situation, we stress the fact that cut-off studies have often been per-
formed in a relatively elaborated setting that involves a certain amount of technical com-
plexity. Indeed, cut-off was initially studied in evolutions defined by group actions (e.g.
card shuffling) [2, 3]. Emphasis was, therefore, put into Fourier techniques [25]. Subse-
quently [3, 5, 23, 27, 28, 30], the phenomenon was associated to the existence of “strong
uniform (coupling) times” and to symmetry and multiplicity properties of second eigenval-
ues of transition matrices, see [26] for a review. It has also been associated to exponential
speed of convergence in [4, 52] and [36]. This fostered the use of notions and techniques
issued from diverse mathematical fields, ranging from combinatorics to functional analy-
sis, see [47, 48]. The mathematical richness of these studies may have prevented potential
audiences from fully appreciating the probabilistic meaning of the phenomenon.
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Fig. 1 Distance to equilibrium during abrupt convergence
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Fig. 2 The local minimum at x ™~
leads to metastability

In all these references, the existence of the phenomenon is proven through a precise
estimation of the sequence 7" of cut-off times. This precision comes at a high technical
price and is largely responsible for the variety of treatments found in the literature. It is clear
that the theory would benefit from the disentanglement of the proof of the existence of a cut-
off from the more delicate determination of the actual cut-off times. A contribution in this
direction is the work done in relation with the conjecture formulated by Y. Peres in 2004.
The conjecture states that in different natural settings a necessary and sufficient condition
for a process to have cut-off is that the product of mixing time and the spectral-gap tends
to infinity. It was proved that the conjecture is true for Markov chains for the L” norm with
p > 1in[22]. It was also proved to be true for birth and death chains in separation distance in
[29] and in total variation distance in [31]. These articles have been a big contribution to the
understanding of the phenomenon, yet the condition to observe the phenomenon still relies
in the spectral structure of the chain and the behavior of the distance. In our opinion, this
work should be complemented by an approach based on the analysis of typical trajectories,
which would reveal, more clearly, the underlying probabilistic mechanism leading to cut-off
among all possible patterns of convergence. The present work points in this direction.

An alternative, more probabilistic approach proposed in the last decade [40, 52—54] offers
some advantages regarding the above criticism. In this approach, cut-off is associated to the
existence of an appropriate drift in stochastic processes or sampling schemes, and arguments
are based on the behavior of hitting times [4, 36, 37]. Furthermore, the approach includes
some general criteria for the existence of cut-off as illustrated by Proposition 1 below (taken
from [40]). The resulting description offered some tantalizing contrast with another, quite
different type of convergence associated to metastability. This observation triggered our
research.

From a physical point of view, a system exhibits metastability if it stays trapped for
exceptionally long times in a state different from true equilibrium (e.g. supercooled water).
The final transition to equilibrium is rather sudden and happens at “unpredictable” times.
Mathematically, it is the behavior expected for evolutions designed to find a minima x*
of some energy function H (x), when the system is “captured” by a local minimum at x~
(Fig. 2).

Unlike cut-off, metastable behavior has been thoroughly studied within rigorous statis-
tical mechanics. The basic scenario was described in a seminal paper [21] that is contem-
porary of the first cut-off papers: A system driven downhill towards x~ will stay for a long
time around this point until suddenly, at some random instant °, an escape trajectory un-
folds, that takes it over the barrier at x° and down to the true minimum x*. The law of 7
converges to an exponential as the “barrier height” x® — x~ grows in a suitable manner.
In a typical trajectory, the distance to x* follows curves similar to those of Fig. 1, except
that the jump-times #, are exponentially distributed rather than determinist. The parameter
a diverges with the height and/or steepness of the small well.
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This picture, borrowed from the theory of randomly perturbed dynamical systems [33],
has been called “path approach to metastability”. It has subsequently been refined and sys-
tematized [43, 44, 51]; see [39, 45, 46] for overviews. Escape from metastability happens
through a very narrow choice of trajectories, known as the exit tube, which has been de-
termined in a very precise manner for a number of spin dynamics [34, 35, 41, 42, 49, 50].
A more recent and efficient alternative rigorous treatment of metastability is based on po-
tential theory [7, 15-20]. The approach relies on an optimization principle which allows the
determination of metastable behavior through suitable trial functions, without an in-depth
study of trajectories (see [12—14] for reviews).

Cut-off and escape behavior show, therefore, both similar and contrasting features. On
the one hand, both are asymptotic phenomena: they show up when a suitable parameter is
sufficiently large and their very definitions rely on limit properties. On the other hand, while
both convergences are sudden, the laws of the convergence times are antipodal: determin-
istic for cut-off and exponential (randomness without memory) for escapes. There are also
differences in focus: cut-off studies emphasize distance between measures, while exit times
are the object of metastability studies. In this paper we present a setting where, in fact, these
phenomena are intertwined.

We adopt a relatively simple, but sufficiently rich, framework where both the probabilistic
approach to cut-off of [40, 52-54] and the path approach to metastability of [33] can be
applied. We consider birth-and-death chains with a drift (towards the origin) and focus on
hitting times for excursions along and against the drift. Under reasonable hypothesis on the
drift, we show that cut-off behavior characterizes the first type of excursions, where the latter
requires exponential escape times. If an energy function is associated to the drift, this results
can be interpreted as saying that, if the well is sufficiently steep or high (and its walls are
sufficiently smooth), climbing along a wall requires an exponential time while descents are
abrupt. Furthermore, by reversibility, both types of excursions are related by time inversion:
the law of escape trajectories equals the time reverse of the law of cut-off paths. In particular,
our results apply to rather general recurrent random walks and to the Ehrenfest model. The
latter is a kind of border line case, as it is associated to a well whose walls are not as steep
as required in standard metastability studies.

Our results explain, in part, why cut-off phenomena has been largely ignored by physics-
minded researchers. In settings such as ours—which includes, for instance, examples
in [21]—it corresponds to the “trivial” downhill evolution of a system falling in an en-
ergy well. In these cases, our work suggests a more detailed decomposition of metastable
evolutions. Coming back to Fig. 2, the escape from the local minimum at x~ to the absolute
one at x* can be decomposed in three stage: (i) the exit from x~ to the left-vicinity of x°,
(ii) the transition to the right of x°, and (iii) the descent to x*. The exponential time typ-
ical of the transitions to equilibrium—from x~ to xT™—is, in fact, determined by stage (i).
The time scale of the other two stages is so much smaller that it disappears under the usual
time rescaling. Evolutions in more complicated energy landscapes can, in principle, be de-
composed into a sequence of exponentially distributed uphill pieces followed by cut-off-like
downhill excursions. Only the uphill stages survive the usual time rescaling, and the result-
ing theory should merge with existing metastability studies [43, 44, 51].

Furthermore, the equality, modulo time-reversal, of the laws of up- and downhill trajec-
tories clarifies the escape scenario: The final excursion taking the system from the bottom
to the top of a well is the reversed of the cut-off trajectory that would take it in the opposite
direction. Hence, this upwards motion is done in one stroke, almost without midway hesita-
tions, in an asymptotically deterministic manner. The exponential law of the exit time is due
to the fact that the system spends an exponential time around the bottom of the well till the
atypical uphill excursion takes place.
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As a final disclaimer, let us point out that the intertwining between cut-off and expo-
nential escape times is by no means universal. Exponential escape times are a more robust
phenomenon that requires uphill time scales much larger than downhill ones. But the latter
need not be cut-off like. Wells whose walls are rugged, or not strictly monotone, yield exam-
ples where the downhill time is not abrupt while the uphill law remains exponential. In this
sense, knowing that downhill excursions exhibit cut-off conveys more detailed information
than knowing that the opposite evolution is escape-like. Nevertheless, our results suggest a
profitable association between the cut-off and metastability research communities. It is rea-
sonable to expect that methods devised to study one of the phenomena might be adaptable
to the study of the other. This can be of particular interest, for instance to study evolutions
involving bidimensional—or multidimensional—wells.

2 Definitions and Results
2.1 The Two Types of Behavior

Cut-off and escape behavior, will be studied at the level of hitting times. Both types of
behavior are asymptotic, in the sense that they are characterized by what happens when a
certain parameter a diverges. Let us start with the relevant definitions.

Definition 1

(i) A family of random variables U“ exhibits cut-off behavior at mean times if

U@
Proba 1 (21)
E[U(a)] a— oo
[equivalently, lim,_, o, P(U@ > cE[U@]) =1 for ¢ < 1 and O for ¢ > 1].
(ii) A family of random variables V@ exhibits escape-time behavior at mean times if

V@ C
— —— > exp(1). 2.2
Ev] p(1) 22)

The original definition of cut-off [1-3] is in terms of the variational distances of invariant
and process measures. We pass to variables because the comparison with escape behav-
ior is possible only at the level of hitting times (the measures asymptotically associated to
metastable escapes are often reduced to delta-like measures). The connection between both
types of definition—in terms of measure-theoretical distances and of hitting times—has
been explored in [40], where the following is concluded:

(i) If the variable U@ correspond to an absorption time, both definitions are equivalent.

(ii) For a positive recurrent Markov chain X,(#) on N with invariant probability measure
7 and initial state a, the chain admits a cut-off at time ¢, if and only if its associated
absorbed chain with invariant measure &) admits a cut-off at the same time.

Moreover, our definition of cut-off behavior is covered by a more general definition intro-
duced in Sect. 2 of [22]. This definition applies to any family of non-increasing functions
(here f,(t) =P(U“ > t)) where no underlying probability structure is needed.
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2.2 The Models

Each of the models considered in the sequel corresponds to a family {X@ : a € N}
of irreducible discrete birth-and-death chains X® = {X®(¢) : t € N U {0}} on intervals
[b,a] :={b,b+1,...,a} C Z. Without loss of generality, we choose a > 0 and b < 0.
The right endpoint a is the diverging parameter that will reveal the asymptotic behavior. We
shall consider two cases: (i) half well: b = 0, which corresponds to a well in the form of
a wedge with a vertical wall at the origin, and (ii) full well: b tends to minus infinity as a
grows, at a proportional rate (most parameters involved in the definition of the processes will
be a-dependent but, to unclog formulas, we shall only exhibit this dependency selectively).
Chains with initial state z will be denoted X .

Each family of chains is characterized by transition probabilities p, to the right and g,
to the left: p, ;= p(x,x+1),b<x<a-—1,and g, := p(x,x — 1), b+ 1 <x <a, with
DPx» gy > 0. The “waiting probabilities” r, := p(x, x), b < x < a may be non-zero, but, for
each a the chain is required to be aperiodic, thus there is at least one r, > 0. All other
transition probabilities are zero (p, + g, + r. = 1). Note that the different p’s and ¢’s may
depend on a.

As the chain is positive recurrent and aperiodic for each a, then it admits a unique invari-
ant probability measure 7@ which is also reversible and can be explicitly written in terms
of the transition probabilities:

[T, 7@ xelal,
7@ (x) = 1
Mn(‘l)(()) xe[[b,—l]]~

i=x p;

(2.3)

This expression follows readily from the reversibility condition 7@ (x)g, = 7@ (x — 1) x
px«_1. Note that the values of r, appear only through the normalization constant 7 @ (0), and
hence they are largely irrelevant for the rest of our discussion.
The measure of the interval [k, /], will be denote by: 7@ ([k,1]) := >"i_, 7 ().
We shall focus on the behavior of hitting times
T =min{t > 0: X 1) =y}. (2.4)

x—y

More specifically, we shall consider Ta(ﬁo, Tb(fzo, To(ffa, T()(iz » and To(ff (b = min(TO(f:a, To(i)b).

Notice that according to this definition Tx(i)x =0 for all x in [b, a], this choice will simplify
computations in Sect. 4.

2.3 The Drift Condition

We impose the following drift condition towards 0. For the sake of precision, we state it
exactly as needed in proofs. The ensuing comments relate it with the picture in terms of
energy wells. Let us recall that in the following definition, transitions probabilities p, and
¢, may depend on a.

Definition 2 A family X@ of birth-and-death processes has a strong drift to the left towards
0 (we note 07-SD) if

(i) The transition probabilities ¢, satisfy

inf inf =:K,>0. 2.5
;relee][[r},a]] ax ¢ 2.5)
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(i) The constant

K,:= sup q.E[T", ] (2.6)
x€e[l,a]
satisfies
KZ
# —— 2.7
]E[Ta—>0] a—>00
Likewise, it has a Strong Drift to the right towards 0 (equivalently 0~-SD) if
®
inf inf =:K,>0. 2.8
aetixefpry TN 5)
(ii)
Ky:= sup pE[T ] (2.9)
xe[b,—1] ’
satisfies
KZ
b __ 5. (2.10)

E[Th(i)o] a— 00
The family X@ is said to satisfy the (bilateral) Strong Drift condition towards 0 (0-SD) if
it has both 0T-SD and 0~-SD .

Let us discuss the meaning of the 0-SD condition. All of the expressions given above in
terms of hitting times have equivalent forms in terms of the invariant measures 7 @. The
connection is provided by the following well known expressions

00| W e %5 )

E[T“ 1= ; = 2.11
[ x%xfl] qxn(”)(x) x—>x+1 pxn(“)(x) ( )
which, for completeness, are proven in Sect. 4 below. As a consequence,
(a) @(Mp
K, = Oxah, 7([b. > 2.12)
re[0.a] T@W(x) vefbo1]  T@(x)

These expressions show that K, and K, provide an exponential bound for the tail of 7 ®.
Indeed, by the leftmost identity in (2.12),

7@ ([x +1,a]) _ 7@ (x) 1
Tona) T 7@ x.a]) <1- X (2.13)

Hence, upon iteration,
@) <7 9([x,a]) <e ™ witha, = —log(l —1/K,), (2.14)

for 0 < x < a. The rightmost identity in (2.12) yields the same inequalities for b < x <0,
with b in place of a.

The 0-SD condition can be transcribed in terms of energy profiles by proposing a
function H (x) such that p(x,y) o« exp{—[H (x) — H(y)]}. Then, H(x) — H(x — 1) =
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—(1/2)1log(px—1/q,) and, by (2.3), 7@ (x) /7@ (0) = exp{E[H (x) — H (0)]} with the upper
sign for b < x <0 and the lower one for 0 < x < a. Thus, from (2.14),

{aax for0<x <a,
H(x)— H(0) > (2.15)

apx  forb <x <0.

In the standard setting for energy-driven dynamics, the steepness « of the walls is assumed
to grow as the parameter playing the role of a (often the inverse temperature) diverges.
Here we do not require such a drastic behavior. In fact, « is allowed fo go to zero (that is,
K, — 00) as long as (2.7) and (2.10) remain valid. This generality allows our results to be
applicable to the Ehrenfest model. Condition (2.7) limits K, to grow sub-linearly with a,
and (2.10) implies an analogous limitation for K, as a function of b. Indeed, (2.11) implies
that IE[T(”) 1 < K,K,a and, hence, the validity of (2.7) means that

a—0
K, K,K?
e e (2.16)
a E[Ta—>0] a—0o

Note that, in particular, a family X has 0*-SD if K, is bounded uniformly in a. This

is because E[Ta(izo] > a — oo. Likewise, it has 07-SD if sup, K), < oo as long as b diverges
with a.

2.4 Main Result and Applications

To state the main result we need one further piece of notation. For x,y € [b,a], let

T,y =sup{0 <7 < T : X (r) = x} be the instant of the last visit to x before hit-
tingyand 7*) =T —t | the time needed to hit y after last visit to x. The following

results apply also to the particular case b = 0—which we call half well. In this case—which
constitutes, in fact, the building block of our arguments—every condition involving b is
understood to be vacuous.

Theorem 1 Let X© be a family of irreducible birth-and-death chains on [b, a]. Then:

1. By reversibility, T(“)0 =79 and T(a)0 =T, . (More generally, TX(‘Q‘ = T(”) . for any
x,y € [b,a].)

2. If X9 has a SD to the left of 0 (0%-SD), resp. to the right of 0 (0~-SD), the random

variables Ta—>0’ resp. Tb(ﬁo, exhibit cut-off behavior at mean times.

3. Assume X9 satisfies the 0-SD condition and consider the conditions:

(a) (a
ElT, o] 0 EIT, ) 0. 2.17)
EITy, 1 = EITy,1

a) [ the leftmost, resp. the rightmost, condition is satisfied, then the random variables
4 g
To_m, resp. To(iz »» €xhibit escape-time behavior at mean times.

(b) If both conditions are satisfied, the random variables TO(ZZ[a,b} exhibit escape-time
behavior at mean times.

Note that, for processes with strong drift towards zero, the conditions (2.17) are satisfied
if there exist strictly positive constants ¢; and c¢; such that

(a)
< IE[T 0]

2.18
]E[T(i)o] @18)
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As commented in Sect. 6, a weaker sufficient condition—also based on magnitudes involv-
ing trajectories on one side of the well—is obtained by replacing the hitting times in (2.17)
by those for the corresponding “half-well” models (see Remark 1 below). In particular, re-
quirements (2.17) are automatically satisfied for symmetric wells.

Let us mention a few applications.

2.4.1 Simple (Non-symmetric) Random Walk

The simplest application is a random walk with transition rates that only depend on the sign
of x and are independent of a: p, = p™ and g, = ¢ for x > 0, while p~ and g, = g~ for
x < 0. Formulas (2.11) yield, in this case, K, =q*/(g* — p*) and K, = p~/(p~ —q~)
(hence K, < 2). Thus, the resulting family X @ has a 0*-SD iff g™ > p*. Likewise, it has
a0~ -SDiff p~ > ¢~ and b — oo with a. (That is, SD = positive recurrence.) For these
walks, the difference between the mean times towards and away from zero is noticeable.
Indeed, E[T“ ]~ a/(qg" — p™) while, for the half well (b = 0), E[T,\“) 1~ (¢g*/p™)*.

a—0 0—a

2.4.2 Random Walk with Varying Rates

More generally, Theorem 1 applies to random walks with

gt:= min ¢, > max p,=:pT, “:= min p,> max q,=:q  (2.19)

xe[l,a] xe[0,a]] p xe[b,—1]" = xe[b,—1]

and b diverging with a. The values of K, and K}, are as in the previous example and, as there,
]E[Ta(ﬁo] < const x a and IE[TO(QU] > const x (g /p*)“ (for b = 0). Furthermore, Theorem 1

holds even if the wall has a “flat” bottom. More precisely, it holds if g, = p, = 1/2 for
x € [d;,d}] for some d; <0and d} > 0, as long as

d+ 2 d- 2
@) 0, ) 0 (2.20)
a a—>0o0 b a— 00
and
gt:= min ¢g,> max p,=:pT, p = min p,> max g,=:q . (2.21)
xe[df ,a] xe[[df .a] xe[[b,dy ] xe[b.dy ]

Indeed, in this case we can take K, =d +[¢7/(¢* — pP)]land K, =—d, +[p~/(p™ —
¢~ )]. On the other hand, E[T;Zzo] >df + algt/@@t — P11, where g© = max{q, : x €
[d},a]} and T = min{p, : x € [d;, a]}. An analogous bound holds interchanging a <> b,
gt < p~ and pT < g~. Hence, conditions (2.21) imply the validity of (2.7) and (2.10).
For these examples, the observation of [40]—commented below Definition 1—applies,
namely the cut-off of the hitting time at zero is equivalent to the cut-off in the original

measure-theoretical sense.
2.4.3 Ehrenfest Model

It was introduced by Paul and Tatiana Ehrenfest in 1907 to support Boltzmann’s ideas by
showing a simple example where microscopic reversibility leads to what can be interpreted
as macroscopic irreversibility. The model consists in 2N particles distributed in two urns,
with N € N. At each unit of time one of the particles is chosen with uniform probability and
changed of urn. The process follows the number of particles in one of the urns; a dynamic
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that is equivalent to the projection of a random walk on the hypercube {—1, 1}V . In this last
form, but in continuous time, the cut-off aspects of the model have been studied in [28]. The
escape behavior has been analyzed in [6], in terms of the initial urn model, and in [11, 12]
in its random-walk version for continuous time.

Our framework applies to the initial discrete-time model. We identify a with N and shift
the urn counting by —a, so to obtain a model with drift towards zero. The resulting family
X has state space [—a, a] and transition probabilities

a—x a—+x
DPx = and ¢q, = . (2.22)
2a 2a

Unlike our previous examples, both transition rates depends on a and have a drift-less
limit (p, = g, = 1/2) when a — oco. Furthermore, some elementary calculations (see [8])
show that K, = K_, = 1/7“(0) ~ /a. The model has a strong drift, however, because
E[T”1 =E[T“ ,]1~aloga.

—

3 Sufficient Conditions for Cut-off and Escape Behavior

In this section we develop the sufficient conditions to be used in the sequel to prove the
behavior of the variables in Theorem 1. Here we adopt a rather general set-up, not restricted
to birth-and-death processes.

3.1 Cut-off Behavior

The following sufficient condition for a family of random variables U@ to exhibit cut-off
behavior in the sense of Definition 1 was first pointed out in [40]:

Proposition 1 A family of random variables U exhibit cut-off at mean times if

. U@
alingoVar<W> =0. 3.1

The proof is a direct application of Tchebyshev inequality: For Z =1 — U@ /E[U @],
we have that P(|Z| > &) < E[Z?]/e = Var(Z)/e. This simple observation allows the deter-
mination of cut-off behavior without a precise estimation of the cut-off times E[U@].

3.2 Escape-time Behavior

We adapt the “pathwise approach” introduced in [21] to a general setting. We consider
Markov chains X @ (¢) on countable alphabets .A,, and we distinguish a (“low”) state £ € A,,
(“high”) regions H, C A,, with £ ¢ H, and hitting times

T, = inf inf{r > 0: X() = h). (3.2)

The mechanism through which the variables TX@HQ develop an asymptotically exponen-

tial law is the existence of a much shorter time scale for excursions in the direction H, — £
than vice-versa. Let us be more precise.
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Abrupt Convergence and Escape Behavior for Birth and Death Chains 605

Definition 3 We say that the mean time from H,, to £ is much shorter than that from ¢ to
‘H,, and we write

E[T) ] s E[T(%5, ] (3.3)
if the following conditions are satisfied:

1. Different time scales:

su E[T“
lim p"GAa—M —0. (3.4)

a—o00 E[T{Z(i)?-(a ]

2. Uniform integrability of the sequence
T(“)
S@ .= ‘ji? (3.5)
E[TlﬁHa]
This means that for all ¢ > 0 there must exist L, > 0 such that
E[S9; @ > L, ] <&, Va. (3.6)

These conditions imply escape behavior:

Theorem 2 Let X9 (t) be a family of irreducible and positive recurrent Markov chains on
a countable alphabet A,. If L € A, and H, C A, are such that IE[TS;% o] Kims E[Tz(i)m],

then the family T;’”HG exhibits escape-time behavior at mean times.

—

Let us first summarize the central idea of the proof. It amounts to exhibit the asymptotic
factorization

T(a) T(a) T(a)
P(% > s —I—t) - P(% > s>1P>( ‘j’jﬂ > r) 0. (3.7)
E[Tzim] E[Tzim] E[Tzim] e
This follows from the existence, by condition (3.4), of a time scale that is intermediate
between the hitting times in both directions. Indeed,

A= \/E[T}ﬁm] sup E[T,] (3.8)
xXeA,
is such that
o Ba 0 3.9
lsa = E[T[(QHH] a—00 ( . )
and
su E[T“
Prea, (7,21 0. (3.10)

Aa a—>00

Note that, by Markov inequality, this last equation implies that

P(walk visits £ in an interval of length A,) —— 1. 3.11)
a—0o0
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If a process started at £ has not hit the region H,, after SE[TZ(i)Ha] time units, then, due
to (3.11), it will almost surely fall down to ¢ within an interval of length A,. Once ¢ is
visited, the process recovers the initial law, by Markovianness. Therefore,

P(1,",,. > (s +DE[T,, ])
~P(T.°,, >sE[T, P(T\",, > — AJE[T,, ]). 3.12)
As A, is negligible with respect to E[Tz(i)m] [condition (3.9)], the factorization (3.7) fol-
lows.

This argument is formalized through a number of technical results contained in the fol-
lowing lemmas. Let

T; :=inf{r > sE[T,%),, ]: X{" (1) = ¢}, 3.13)
denote the first return time to £ after sIE[TZ(i)Ha ], and

— Tfs
- (@) :
E[TZ»HH ]

A

These times are well defined: since, as we assume the chain to be positively recurrent, every
mean hitting time is finite.

Lemma 1 Under the hypotheses of Theorem 2,

lim P(S; > s+ B.) =0. (3.15)

a—0o0

Proof Define ¢, := sIE[T[(i)H“], Sq = [t,], ra == ta + Ayl and I, := {s,, ..., 1.}, Where
[x] and [x7 denote respectively the floor and ceiling functions of x. Partitioning over all
possible values of X 1(:) (sq), we get

P(S; > s+ Ba) = P(XV (k) # £, Vk € 1,)

D P(X (k) # £,V € I, | X7 (s) = x)P(X[” (54) = x)
xeA,

IA

sup P(X{" (k) # £, Vk € I, | X{” (sa) =x) > P(X}”(s,) = x)

xeAq xeA,

= sup ]P’(T(“) > A,). (3.16)

x—>{
xeA,

Hence, using Markov inequality,

E[T)
< SupxeAa [ x%i]

P(S; > s+ Ba) < X , (3.17)

which tends to zero due to (3.4). O

Lemma 2 Under the hypotheses of Theorem 2, the following inequalities hold:

P(S9>s+1,8 <s+ ) =2P(S“ > 54 ., S} <5+ B)P(S? > 1) (3.18)
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and

P(S@ >s+1,5) <54 Ba) <PV > )P >1—B,). (3.19)

Proof We start with the following identity, obtained by portioning over all possible values
of T},

IP’(S(”) >s+1t,S; fs—i-ﬂa)

=Y P(SO>s+0.T =k)=) P(S>s5+1,59>5 T =k)

kel kely
=Y P(SO>s+1| SO T =k)P(S > s, T} =k). (3.20)
kel,

The Markov property implies that
P(s@ (a) s (a) k
(S“>s+1|SO>5 T =k) =P8V >s+1— —— |, (321
E[T,%,,,

forall k € 1,. The rightmost expression is bounded below by its value at k = s,, and bounded
above by its value at k = s, + A,. Hence,

P(S@>1) <P(S“ >s+1|S9>s5 T, =k) <P(S“ > 1 — B,). (3.22)
To prove (3.18) we combine (3.20) with the leftmost bound in (3.22). We obtain:

P(S“ >s+1.8 <s+Ba) 2 PS>0y P(SW > 5, T} =k)
kel,

=P(S@ > HP(S@ > 5,8 <5+ )
>P(S“ >nDP(SY > s+ B, S <s+ ). (3.23)

Likewise, (3.19) follows from (3.20), the rightmost bound in (3.22):

P(S“>s+1,8 <s+B) <SPS >1— )Y P(S“ >5 T, =k)

kely

<P >t — B)P(S? > 5). (3.24)
O

Lemma 3 Assume the hypothesis of Theorem 2 and let S be the weak limit of a subsequence
of 8. Then,

P(S>s4+1t)=P(S > s)P(S >1) (3.25)
forall s and t such that s, t and s +t are continuity points of the distribution function of S.
Proof The previous lemmas remain valid for a varying through the subsequence index. For

notational simplicity we keep using a for the latter and denote S the converging subse-
quence. Identity (3.25) is proven by decomposing it into an upper and a lower bound.

@ Springer



608 J. Barrera et al.

Proof of the upper bound We write:

P(S@ > 5 41) —P(S“ > 5)P(S@ > 1) = A, + B,

with
Ay =PS@ > 541 —P(SY > P(SY >1—B,)
and
B, =P(59 > 9)[P(S? >t — B,) —P(S@ > 1)].
By (3.19),

A, <P(S@ >s+t)—IP’(S(“)>s+t,Sj§s+ﬂa)
= ]P’(S(“) >s+1,8 >s +/3(,).

Thus, by Lemma 1,

limsupA, <O0.

a— o0

(3.26)

(3.27)

(3.28)

(3.29)

(3.30)

On the other hand, as ¢ is a point of continuity and 8, — O [condition (3.9)], the weak

convergence of the sequence implies that

lim [P(S9 >t — B,) —P(S“ > )] =0.

a— o0

Thus
lim B, =0.
a— 00
From (3.26), (3.30), (3.32) and the weak convergence of S we conclude that
P(S>s4+1t)—P(S >s)P(S>1)<0.
Proof of the lower bound This time we write

PSS9 >s+1) —P(S@ > PSS > 1) =C, +P(S? > 1D,

with
Co=P(S“ >s5+1) =P(S“ > 5+ B, S} <5+ B)B(S“ >1)
and
D, =P(8 > s+ Ba, S; <5+ Ba) —P(§@ > §).
By (3.18),

CazP(S9>s5+1,85 >s5+pa) > 0.

We further decompose D, by substracting and adding P(S > s + B,). We obtain

Dy =-P(S“ > 54, S > s+ ) +[P(S? > 5+ B,) —P(S® > 9)].
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Both terms converge to zero; the first one by Lemma 1 and the second by continuity at s and
condition (3.9). Therefore,
lim D, =0. (3.39)

a—0o0

Because of the weak convergence of S, (3.34), (3.37) and (3.39) imply that
P(S>s4+1t)—P(S>s)PS>1t)>0. (3.40)
O

Proof of Theorem 2 It follow from the preceding lemma and some general considerations.
We first remark that the sequence S is uniformly tight because E[S®] = 1. Indeed, using
Markov inequality,

(a)
< E[S']

1
P(SY > 1) ”

— 0. (3.41)
—00

It follows (see, e.g., Theorem. 4.4.3. in [24]) that every sub-sequence S@ of @ admits a
sub-sequence S that converges in law. We only have to prove that there exists a unique
limit law, namely exp(1). Let S be the limit of one of these convergent subsequences. By
Lemma 3

P(S > s +1) =P(S > 5)P(S > 1), (3.42)

for all continuity points of Fgs, the distribution function of S. These continuity points are
dense in R because Fj, being increasing, has at most a denumerable number of discontinu-
ities. Thus, (3.42) holds for all s and z.

It remains to show that E[S] =1 to prove that S can have only one law, namely expo-
nential with mean 1. It is here that we invoke the hypothesis of uniform integrability of the
sequence S Indeed, by Theorem 5.4 of [10], the fact that S©”) is a weakly convergent
sequence of uniformly integrable mean-one random variables, implies that

E[S]= lim E[S“"]=1. (3.43)
a"’—o00

Since every sub-sequence of S admits a sub-sequence that weakly converges to a unique
limit S, thus S also converges to the same limit. O

4 Mean Hitting Times for Birth-and-Death Processes

The estimation needed to apply the criteria of the previous section to birth-and-death
processes relies on explicit formulas of mean hitting times available for these processes.
We apply the standard technique of establishing a difference equation for consecutive mean
times that is solved by iteration (see for instance [32] Chap. XIV). Throughout this section,
to shorten formulas we adopt the conventions l—[j 41 :=1and ZZ_I =0.

We consider an irreducible birth-and-death process X on a finite interval [[b, a] C Z with
transitionrates 0 < p(x,x+ 1) =:p,, b<x<a—1;,0< px,x—1)=:1q,, b+1<x <a,
and r, := 1 — p, — g,. The invariant measure for such a process is also reversible and can
be written in the forms [cf. (2.3)]:

@ =Xh<u>b=ai<a> 4.1
7Y (x) 1_[ —7(b) np'1ﬂ (a) 4.1)

i
i=b+1 gi i=x41 17
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for b < x <a. Hence, fork <1,

ﬁ Pzt _ ﬁ 4 _ 70 4.2)

. T g@ )
i 9 i Pie TOM)

Proposition 2 For the preceding birth-and-death process, the following identities hold:

1. Forb<n< j<a,

L x([k,a])
E[Tj-,] = — 43
e k§+1 qir (k) -3
J ) a
E[T? 1= E[Ti—, )7 () —E[T;_,]. 44
[77..] k§+1wu«>§ [Tl () = EIT;., ] (4.4)

2. Forb<j<n<a,

n—1

m([b. k]
E[T;_,] = _— 4.5
[T ; ) (4.5)

n—1 ) k
E[T?, ] = E[T-,]7n () — E[T;_,], 4.6
[77..] ;W(k);[z 1w (l) — EIT)-] (4.6)

“ 1
BT, ] +E[T,. ] = . 4.7
(7)ol + LT, ] k;qu) 4.7
3. orb<m<j<n<a,
E[Tn—wn]E[T'—)n] - E[Tm—>n]]E[T;1—> ]

]E[Tm—nt] + E[Tﬂéﬂl]
Proof For all cases, the equation is obtained from the following decomposition.
Claim: Let K C [a,b] and j € K, b < j < a. Then, for any function F,
E[F(Tj-x)] = p;E[F(Tj11-k + D]+ q;E[F(Tj—_ o + D]+ r;E[F(Tj-c + D]
4.10)
with the conventions T x, Tp—1-x :=0and , T, x :=0if i € K.

Indeed, decomposing according to the first step of the process,

E[F(Tj~)] = p;ElF(Tj-) | X(1) = j + 114 ¢,;E[F(Tj ) | X(1) = j — 1]
+rEF(Tjmc + 1D | X(1) =] (4.11)

In the three casesi = j — 1, j, j + 1,
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E[F(Tj-x) | X()=i1=) FOP(Tjc=k|X(1)=i)

k>1

=) FMOP(Tx=k—1)

k>1

= Fk+DP(Tx =k)

k>0
=E[F(Ti»x + DI (4.12)

The second equality is due to Markovianness. The claim follows from (4.11) and (4.12).

Proof of (4.3) and (4.5) Applying (4.10) for F(T) =T and K = {n} we arrive to the differ-
ence equation

E[T'Am] E[ lan] + E[ l~>n] + (413)
! Dj + qj T Dj + qj pjt4q;
valid for j =b +1,...,a — 1 and subject to the boundary conditions:
1
E[Th%n] = E[Th+l~>n] + —,
Db
E[T,-.]1 =0, 4.14)
1
E[Ta—m] = ]E[Ta—l—m] + —.
To prove (4.3) it is useful to rewrite (4.13) in the form
Dy — Dy = By (Dyq1 — D) + € 4.15)

with D; =E[T;_,,], Bj = p;/q; and €; = 1/q;. This equation is easily solved by iteration,
yielding

a—1

a—1
Dy — Dyoy = [ [ Bi(Du — Dz 1>+Z€zl_[3~ (4.16)

i=k i=
and, thus,
a—1
Dj= Z <]_[B(D D, 1)+Zel]_[3,> 4.17)
k=j+1 \i=k i

Upon application of the last two conditions in (4.14):

D, — D, 1=¢,,

4.18
D, =0, (4.18)
we finally obtain
J a -1
=> > al]s. (4.19)
k=n+li=k  i=k
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that is,

J a ! _
E[Tjn]= Y 12 IT 2 (4.20)

o T oy 4

This is, in fact, expression (4.3) due to identity (4.2).
The proof of (4.5) is analogous, but inverting the direction of iteration. We write (4.13)
in the form

Diy1 — Dy = Bi(Dy — Dyy) — & 4.21)
with Ej =gq,/p; and €; = 1/p;. The solution is now
-1/ k k k
D, = Db+2< [T B =D~ > & ] Bi). (4.22)
k=b \i=b+1 I=b+1  i=l+1
The first two conditions in (4.14):

Dy — Dy =—¢p,

4.23
D, —0. (4.23)
lead to
n—1 k k
D;=>>%&T]] B (4.24)
k=j I=b  i=l+1
In terms of the original quantities this is equal to
n—1 1 k k gi
BT =Y. —> [] — (4.25)
k= P* 120 izi41 P

which, together with (4.2), leads to (4.5).

Proof of (4.4) and (4.6) We apply (4.10) for F(T) = T? and K = {n} to arrive to the differ-
ence equation

P q; 2E[T;-,]1—1
E[Tjgn] = o Jiqj ]E[Tj?ﬂﬂ] + o _‘iqu[Tj{Hn] + W, (4.26)

j€[b+1,a— 1], plus the boundary conditions:

2E[T)-,]1—1
E[Thzﬂn] = E[Th2+14>n] + L’

Pb
E[77.,]=0, (427
ZE[Taan] -1
E[T2.,] =E[T].,]+ —

If we now substitute Dj =]E[Tj2~>n]’ Bj = Pj/q]', Ej‘ = Qj/Pj’ €, = (ZE[T/_W,] — 1)/qj and

€; = E[T;-,]1 —1)/p; we recover (4.15) and (4.21) and the boundary conditions (4.18)
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and (4.23). The corresponding solutions (4.19) and (4.24) yield

Zi:n+l i Y QEIT 1= 1) n§=k+1 % b<n<j<a,

L o D QBT = DI 5. bsj<n<a

(4.28)

The first and second lines become, respectively, (4.4) and (4.6) upon resorting to (4.2) and
(4.20)/(4.25).

Proof of (4.7) From (4.3), (4.5) and the reversibility relation 7 (x) p, = w(x 4+ 1)gy41, We
have:

n

E[Tj~n] +EITj]= >

k=j+1

m([b.k—1]) + 7w ([k.a])
g7t (k)

(4.29)

which is, precisely, (4.7) because 7 ([b, a]) = 1.

Proof of (4.8) and (4.9) The application of (4.10) for F(T) =T and K = {m, n} leads to the
difference equation (4.13) with n replaced by {m, n}. The equation is valid form < j <n
and is supplemented by the boundary conditions

]E[Tn—m] =0= E[Tm—>m] (430)

The substitutions D; = [T, ], Bj = pj/q; and €; = 1/q; lead to the same identity
(4.15) which, iterated from k = n downwards, yields

n n—1 n—1 -1

D;=D, - Z( B/(D, —Dn1>+2e,1'[B,-). (431)
k=j+1 \i=k I=k  i=k

Once imposed the condition D,, = 0, the solution takes the form

with

n

n—1
Fi=> []5:. (4.33)

k=j+1 i=k
n n—1 -1
Gi=>_ > al]B. (4.34)
k=j+1 1=k  i=k

The remaining condition D,, = 0 implies, then,

Gﬂl
D= 2"F; =G, (4.35)

Replacing B; = p;/q;, €; = 1/q; and using (4.2) we get

Gn(n)

Fi = -
iy ek

(4.36)

@ Springer



614 J. Barrera et al.

and

6=y Tlrn—1D _ 5~ xlkab el

4.37)
S wr ) k=j+1 qire (k)
‘We now resort to (4.3) and (4.7) to conclude:
Fj = qun()[E[T;-,] + E[T,- 11, (4.38)
G; = EIT, ;1 —n([n, aDIE[T;-,] + E[T,-;1]. (4.39)

Identity (4.8) is obtained by replacing these two equalities (and their j = m version) into
(4.35). Identity (4.9) can, of course, be obtained in a similar fashion iterating (4.21) up from
k = m. Alternatively, it follows from the fact that the numerators of (4.8) and (4.9) are equal
because their difference is

Next we list two useful consequences of the previous proposition.

Corollary 1 Consider the process of Proposition 2. Then, for b+ 1 <x <a,

2 “\ ([, a])?
E[T2,, ]= qu); ney Bl (4.41)

and,forb< j<n<a,

j—n

Proof Equation (4.41) is an immediate consequence of (4.4) and (4.3). Inequality (4.42) is
obtained from (4.6) and (4.5):

n—1 k

T..,] < Z o (k) Z(E[TH‘,J +E[Tj~,)w (1) — E[T;,]

— 2
= JW(k)ZE[TH,]naHzE[T,%] — E[T}-]

kDD

(k) +2E[T;, > — E[T)_,]

< 2E[T}-;] Z

= ZE[Tbﬁ]]E[T/%n] + 2]E[Tj~>n]2 - ]E[Tj*)n] (443)
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5 Cut-off and Escape for Half-well Models

We shall proof parts 2 and 3 of Theorem 1 in two stages. In this section we consider the
half-well models, obtained when setting b =0 and go =0 or a = 0 and py = 0. The actual
result is a little stronger than the statement of Theorem 1. It is based on the quantities

(a) 2
@y — 7' (e, a])” @ ._ @
QY (x):= n(“)([[x,a]]) ce[[;,,,]] 4.t (c) ’ 0 '_xeS[E)lz:}] 0" (x). (5.1)
As
7([1,a))Q“ (1) < 0 (1) < 0 <K.K,, (5.2)

the following lemma implies parts 2 and 3 of Theorem 1.

Lemma 4 Let X be a family of irreducible birth-and-death chains on [0, a].
@ If

0 (1)

(a)
7 ([1,al) —
[[ ]] E[Ta(i:o] a—00

(5.3)

then ]E[Ta(fzo] <ms E[To(i)a] and, as a consequence, the random variables To(ifa have

escape-time behavior at mean times.
@) If
(a)
Qi(a) —0 6.4
]E[Ta—>0] a—>00
then Var(Ta(i:0 /]E[Tu(ﬂo]) —> 0 as a — 0o and, as a consequence, the random vari-
ables T;QO have cut-off behavior at mean times.
Proof (i) We have to verify that both conditions in Definition 3 are valid for £ =0, H, = {a};
escape behavior follows then from Theorem 2. The second condition is a consequence of
(4.42) which for the half well implies that

E[(1,)’] < 2B[1“, ] (5.5)

0—a 0—a

Therefore the sequence S = To(ifu /E[To(ffa] is uniformly square integrable and thus, by
Schwartz inequality, uniformly integrable.
The first condition amounts to proving that E[T;“)O] JE[T“ 1— 0asa— oo or, equiv-

— 0—a
alently, that

IE T(“)
@ Hamol @ 0 (5.6)
E[Taﬂo] + IE[TO*){I] e
By (4.3) and (4.7) this corresponds to
a  7D([x.a])
r@.— Lot gt 0. (5.7)

a 1 450
Zx:l (@ (x)
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To prove this we consider the probability measure on [0, a] defined by expectations

Za F(x)
X=1 gen @)

E(F):= . (5.8)
ZX 1 m
Indeed, the inequality £(F)? < £(F?) for F(x) = 7@ ([x, a])) implies that
a n(‘l)(ﬂx,a]])z a 7'[(“)([[)6,:1]])2
re < 2o @) L 4x 7D (x) (5.9)
= @ ([x,a]) (a) ’
T G BT
Thus,
a a 0 (1)
@ < ¢ )([[1 ]]) T (5.10)
a~>0]
and (5.7) is a consequence of hypothesis (5.3).
(ii) Due to the independence of the hitting times and to (4.41),
2 Ga(fe.a])?
Var (7)) Var(T\9, ) < . 5.11
ar a4>0 Z ar X—>Xx— 1 X;l]xﬂ(x); qCT[(C) ( )
Hence, by (4.3),
T(l/l) 2 (a)
Var( =0 )5 o (5.12)
E[Tjﬁo] E[Taﬂo] a—00
The cut-off behavior is, thus, a consequence of Proposition 1. ]

6 Cut-off and Escape Behavior for the Full Well
6.1 Comparison (In)equalities

Part of the results will be obtained by comparison with the half-well hitting times. Let us
therefore define, for each process X @, its left X@ and right X@ half-well versions. The
latter is a birth-and-death process on [0, a] with transition rates (py, G, 7x) = (Px, ¢x, I'x)
for 1 < x <a and (po. §o. 7o) = (po. 0. go + ro). Likewise, X@ is a process on [b, 0] with
transition rates (P, gy, +) = (Px, gx, 7x) for b < x < —1 and (Pg, o, 7o) = (0, go, po + ro).
From (2.3) we see that the left or right invariant measure differ from the bilateral one only
in a normalization constant:

7@
7@(x) | Fag Y€ [5.0]. 6.)
TG | 29w '
(y) Z(u)(;)’ X € [[O’a]]'

The behavior for the full well is proven on the basis of the following comparison inequal-
ities.
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Proposition 3 Let X be a birth-and-death process and X'®, X its left and right half-
well versions. Then,

[ (a) ] [A( ) ] T(a)o f(a)o
E[T",] =E[T\]. Var( a> >:Var< 4> ) (6.2)
“ ‘ E[T,"),] E[7,%]
. T(a) T(a)
E[7,%] = E[T,“,]. Var( b ) = Var( L ) (6.3)
EIT,% E[T,~,
and
(@) 7 (a) ~(a)
(@) 7 _ T ([[b’ _1]])]E[Ta—>0] + E[TO—m] = (a)
E[TOAa] - n(“)([[O,a]]) ZE[TO*M], (64)
(a) 7 (a) 7 (a)
@1 17" ([1, aDEIT, %] + E[T,5,] % (a)
E[T)%)] = 7@ ([b, 0]) > E[7,%),]- (6.5)
Furthermore, if
]E T(a) ]E T(ll)
Coim lamol | Pl (6.6)
E[TO—m] ]E[T()—>b]
then
U= 2C) 7@ | AR[1,] <E[1,. ] <E[TL] AE[T2,]. 67
0—a 0—b] — 0—{a,b}] — 0—a 0—b]" .

2

Proof The identities in (6.2) and (6.3) are an immediate consequence of (4.3)—(4.6) and
6.1).

Proof of (6.4) and (6.5) From (4.5), (4.7) and (6.2),

a—1 a—1
w1 S x(b kD - !
E[Toﬁa]—;—m(k) —;[n([[b, 1D+ 70 kD) —

a—1 1 .
=([b, -1 E[7,
7'[([[ ]]); pkﬂ(k) + [ 0—>a]
= 7 ([b, —ID(E[T%] + E[ T4 ]) + E[ 75, ]- (6.8)

Passing 7 ([[b, —1]])IE[TO(i)a] to the left-hand side we arrive to (6.4). The proof of (6.5) is
analogous.

Proof of (6.7) The upper bound is an immediate consequence of the fact that To(f by =
T To(ff »- For the lower bound we observe that from (4.8),

0—a’
E[T,] E[T® ]
(a) a) — (a) —
E[TOH(G,IJ)] = E[T()(ﬂa] (@) azb @5 E[Taﬁo] @ bou @ - (6.9)
E(7,°,1+EIT“,] BT 1+ E[TY,]
Hence, if A, :=E[T“), 1/[E[T,” 1+ E[T 11,
E[T3") 0] = B[T5%, )0k — Cal = B[ T, ] AR[T,%), ] — Cal. - (6.10)
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Analogously, using (4.9) we obtain

E[T5% 0] = E[T62,] AE[T32, ] — A0) — Cal. (6.11)
Adding (6.10) to (6.11) we obtain the lower bound in (6.7). 0

6.2 Proof of Cut-off and Escape Behavior for the Full Well

In this section the notation “o(1)” stands for a positive term that goes to zero as a goes to
infinity.

6.2.1 Cut-off Behavior of Ta(i)o and Tb(izo
The laws of these hitting times depend only on half-well trajectories, therefore their cut-off
behavior follows from in Sect. 5.
More formally, let us prove the cut-off behavior of Ta(fzo, the proof for Th(i)() is analogous.
We suppose that X@ has a strong drift to the left (0*-SD). We thus have K2/

E[T“ ] —> 0.

a—0 400

As a consequence of (6.1) the quantities K, and Q“ do not depend on the left part of
the well (that is: K, = K, and 0 = Q@). Thus, by (6.2) and since 0 < K2K,, (see
(5.2)), we can apply part (ii) of Lemma 4 to the half-well version X@ . to conclude that
Var(Ta(i)O/IE[T(“) 1) — 0 as a — oo. Cut-off follows from Proposition 1.

a—0

6.2.2 Escape Behavior of T\“ and To(izb

0—a

We consider 7, , the proof for TO(“),7 is analogous. We apply Theorem 2 by proving the

0—a’ —

validity of conditions 1 and 2 of Definition 3 for £ =0 and H, = {a}. Condition 1 requires
that

(a) (a)
E[Ta 0] v, E[Thﬂo]

= 0. (6.12)
E[T,"),] E[T,%,] «=

But the left identity in (6.2) and the inequality in (6.4) imply that

a—0

BT, EIT,1 - BT,

0—a 0—a 0—a

E[T,,] EI[T“) EIT
[ a~>0] [ ] < [ u~>0] (613)

which tends to zero as a diverges because of part (i) of Lemma 4 (using again (6.1) and (5.2)
as in the previous proof). On the other hand, the leftmost hypothesis in (2.17) guarantees that
]E[Tb(ifo] /E[T(;fa] tends to 0 as a goes to infinity. This proves (6.12). Condition 2 follows

from (4.42) which implies that

0—a

E[,, >~ E[1%,]

— 0—a

(@) \2 @
B0l 1y ™Mool _y 4 oy, (6.14)

The second line is, again, due to the leftmost hypothesis in (2.17). This proves that the
sequence TO(“) a/E[T(“) ] is uniformly square integrable and therefore uniformly integrable.

— 0—a
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6.2.3 Escape Behavior of T,")

—{a,b}

We verify conditions 1 and 2 of Definition 3 for £ = 0 and H, = {a, b}. For the former we
must consider the ratio

E[T“ ]V E[T )]

R@ .= —n = (6.15)
E[TOH(a,h}]
By the lower bound in (6.7),
2 E[T“,1VEIT,)
R@ < a(:) (; . (6.16)
1 -2Cq E[T," 1 AE[T,,]

As seen in (6.13): E[T;ﬂo]/E[TO(ifa] < E[fa(ﬁo]/E[f(;fa] which tends to zero by part (i) of
Lemma 4. Analogously, using the left identity in (6.3) and the inequality in (6.5), we get
that E[Tb(ﬁo] /E[To(iz »] tends to zero, and as a consequence C, also tends to zero as a — o0.

Condition 1 is proven, since by hypothesis (2.17) E[Ta(a)o] /IE[TO(")},] and E[Th(a)o] /

E[T.“ ] tend to zero.

0—a
To prove condition 2, we use the fact that (To(fg (. b})z < (To(ffa)z, (To(if b)z and the lower
bound in (6.7) to obtain

E[(Ty") o) - < 2 )21E[(Tgi>a)2]A1E[(Tgi)h)2]
BTy, ~ \1=2C/) BT, AEIT?, 1

—a —

<

< 2 )2E[<T<§2a>2lvE[(T&iib>2l
1-2C,) E[T P  EITY,P

0—a

2 2
: (1—0<1>> S @1

where the last line is due to (6.14) and its analogous for a <> b. This proves the uni-

form square integrability—and, in consequence, the uniform integrability—of the sequence
(a) (a)

TO%{a,h}/E[TOH(a,b)]'

Remark 1 The same argument used in (6.13) show that the conditions

E(7,%,] 0 E(7,%,] 0 (6.18)
E[To(i)a] a—oo E[T()(izb] a— 00

are sufficient for the validity of (2.17). This requirement is weaker than (2.18).

7 Proof of Part 1 of Theorem 1: Equality of the Laws of Direct and Reverse
Trajectories

This property is a direct consequence of the reversibility of the invariant measure, and is
unrelated to the particular behavior of hitting times. While we do not doubt that the result
is well known, we have not found it spelled out in the literature. For completeness we are
presenting a detailed proof. The property stated in Theorem 1 is a particular instance of the
following proposition.
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Proposition 4 Let us consider a recurrent Markov process on a finite alphabet A defined by
transition probabilities p(x, y) with invariant reversible measure 7. Then, for any x,y € A
with w(x), w(y) # 0, and any natural number k,

P(Toey =k) =P(T,_, = k). (7.1)
where fx_)y is the time needed to hit y after hitting x (defined in Sect. 2.4).

Proof 1t is decomposed in two claims, the first Of which is adapted from [50]. Let vf =
(v1, ..., V) denote a trajectory of length k, let V x_)y denote the set of all trajectories of
length k “strictly between x and y” and let U, _, , be the set of all finite such trajectories:

Vi‘ﬁ) {Uk:vl=x;vk=y;v,-7éx,y,1 <i<k}, Uiy = U sy (7.2)

k<oo

Let X, denote the Markov process started at z € A. Following [50], we say that X starts
as vhifforalli=1,...,k, X.(i —1)=v;,and for a set V C A, that X, starts in V if X,
starts as v* for some v¥ € V. Let R denote the time-reversal operator on the space of finite
trajectories: R(v*) = (v, ..., vy).

Claim 1:
P(X, starts in V{_, | | X, starts in U, _.)
= IP’( starts in R(Vf%y ‘ X, starts in R(L{)Hy)). (7.3)

Indeed, by reversibility,

7(x)P(X, starts as v*) = 7(x) p(x, v2) p(v2, v3) - - - p(Vk—2, Ve—1) P(Ve—1, ¥)
= p(v2, x)p(v3,v2) - p(Vp—1, Vk—2) P(Y, V-7 (Y)
= m(y)P(X, starts as R(v")). (7.4)

we get 7w (x)P(X, starts in V¥

: k
Summing over v¥ € V¥ >y

x—>y?

and thus, summing over k,

) = (y)P(X, starts as R(Vfﬁ},))

m(x)P(X, starts in U,_,,) = 7 (y)P(X, starts in R(Uy—)). (7.5)

Dividing each side of (7.4) by the corresponding side of (7.5) we arrive to (7.3).

Claim 2:
IP’(T}HY =k) = P(X, starts in VX_,V | X, starts in U, ), (7.6)
P(Tyor =k) = P(X, starts in R(VE_, ) | X, starts in R(Us—,)). (1.7)

Lett, :=1t") , be the time of last visit to x before hitting y, and for n € N let us denote

6, : N — N the “forward time-translation” 6, (¢) = ¢ +n. Partitioning over all possible values
of 7, and using the Markov property we obtain
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IP’(’YV’“Hy =k) = ZP(TX =n; X, o0, starts in Vf_w)
= Z]P’(Xx(t) #0,t <n; X,(n) =x; X, o6, starts in Vi‘%y)
x—y

= ]P’(XX starts in V¥ ) ZIP’(XX(t) #0,t <n; X;(n)=a). (7.8)

Summing over k, we get

1= P(X (1) #0,1 <n; X, (n) =a) Y _P(X, starts in V}_ ); (7.9)
n k
therefore
1
P(X,(t) #0,¢t ; Xy(n)=a)= - . 7.10
Xn: (X:(0) # =" () =a) P(X, starts in Uy, ) ( )
The combination of (7.8) and (7.10) yields (7.6). The proof of (7.7) is analogous. O
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